
  

 

 

Abstract—Artificial Intelligence (AI) advances are 

pushing the boundaries across research domains with AI-

driven solutions in healthcare claiming a significant 

share. A key objective of these studies concerns the timely 

prediction of various pathological conditions. Sepsis is a 

life-threatening syndrome and one of the main causes of 

death in intensive care unit (ICU) patients. As it becomes 

a major health problem worldwide, sepsis early 

prediction could assist healthcare professionals towards 

making informed clinical decisions, and thereby, 

significantly reducing the sepsis’ morbidity and 

mortality. A notable body of literature involving the use 

of AI for sepsis prediction exists. However, to the best of 

our knowledge, only a handful of studies focus on 

performing a systematic review of the AI enabled 

solutions for sepsis prediction in ICUs. In this context, the 

present paper aims to identify knowledge gaps, stimulate 

interest and yield motivations for future research. 

Moreover, to discuss ethical and explainability aspects 

and associated challenges.  The literature search was 

conducted between February 2023 and April 2023 and 

considered eligible articles published within the last five 

years. 
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I. INTRODUCTION 

Healthcare is inundated with enormous amounts of data, 

including electronic health/medical record (EHR), clinical 

trial results, imaging and laboratory test results, continuous 

physiological parameters monitoring data, -omics data, as 

well as non-clinical data, such as demographics [1]. These 

data are usually disorganized and fragmented, as they come 

from different sources. This is a challenge for healthcare 

professionals and systems alike, as they need to manage large 

amounts of diverse data, which they need to collect, process, 

and interpret to make an informed clinical decision. The 

timely availability and analysis of this heterogeneous big 

healthcare data are key prerequisites for the development of 

any healthcare system contributing to the early diagnosis, 

prognosis or treatment [2]. 

Technologies like Artificial Intelligence (AI) and Machine 

Learning (ML) are being increasingly used in the healthcare 

sector, trying to address the aforementioned challenges, while 

enhancing clinical decision-making [3]. These technologies 

focus on the development of AI algorithms and 

corresponding software, by leveraging the efficacy of the 

learning healthcare systems, patient monitoring systems and 

medical diagnostic systems. The goal is to facilitate the 

availability of responsive AI-enabled predictive analysis 

systems that underpin big and heterogeneous healthcare data 

management, towards timely and informed decisions about 

patients‘ care and treatment [4]. 

Complex conditions, such as sepsis are ideal for the 

application of AI in healthcare, as it is a life-threatening 

disease with high morbidity and mortality rates. Worldwide, 

an estimated 30 million people are diagnosed with sepsis in 

ICUs and 6 million people die from sepsis every year [5]. In 

addition, the hospital cost for treatment of sepsis is 

increasing every year. The study of Nemati et. al. (2018) 

supports that if the antibiotic treatment is delayed, the 

mortality is increased every hour [6]. In that context, early 

recognition of risk factors and immediate clinical 
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intervention, before any sign of clinical symptoms, are 

crucial for reducing the mortality rates and financial burden 

of sepsis [7]. Many researchers are interested in developing 

diagnostic and prognostic tools through ML methods, for 

healthcare professionals to be able to identify patients with 

sepsis early and enhance prognosis by undertaking the most 

appropriate treatment strategy with high accuracy [5, 6, 7, 8]. 

Despite the enthusiastic deployment of ML solutions for 

predictive prognosis, potential ethical implications need to be 

taken into account. ML approaches are relying heavily on 

datasets used for training the algorithms in identifying 

patterns in a new set of data [9]. There have been a number 

of cases where ML algorithms produced biased results or 

acted in an unfair way towards certain groups of the 

population [10]. Thus, it is important to understand what 

might be the potential ethical issues that might arise from the 

use of ML also for predicting sepsis in the ICU. Furthermore, 

the opaque nature of these approaches makes the 

interpretation of potential results very difficult, and any 

possible error almost impossible to be identified [11]. 

Explainability techniques in AI (XAI) have been introduced 

as a medium through which black-box ML algorithms can be 

explained and interpreted by a lay user [12]. There is a need 

to understand how these approaches can be utilized for aiding 

healthcare practitioners make better decisions in a predictive 

prognosis context. 

In the light of the above, the present paper aims to conduct a 

systematic literature review on AI-enabled solutions for 

sepsis prediction, by identifying the knowledge gaps and 

highlighting the importance for further research on AI 

applications for sepsis. Ethical aspects and challenges of 

using AI in predicting sepsis, as well as the explainability of 

AI-enabled solutions, are also investigated. 

The structure of this paper is as follows: Section II presents 

the methodology followed in the present paper, section III 

includes the literature review about applications of AI in the 

early prediction and diagnosis of sepsis, section IC ethical 

aspects and challenges of using AI in predicting sepsis are 

presented and section V includes the explainability of AI 

enabled solutions. Finally, discussion and perspectives for 

future research, as well conclusions are drawn in section VI. 

II. LITERATURE SELECTION AND METHODOLOGY 

The aim of the present paper was to investigate the AI 

enabled solutions for septic shock prediction through a 

systematic review of the literature. This process is considered 

the most appropriate approach for medical searches in order 

to identify, select and critically appraise relevant studies [13].  

To find information for this paper, we searched narrative 

reviews, systematic reviews and research papers in PubMed 

during February-April 2023, published during the last five 

years, which were then evaluated for eligibility. Abstracts 

without full text were excluded. The search terms used to 

find relevant literature included: (―artificial intelligence‖ OR 

―machine learning‖ OR ―deep learning‖ OR ―Internet Of 

Things‖) AND (―sepsis‖ OR ―septic shock‖). 

TABLE I.  SUMMARY OF THE RESULTS FROM RELATED WORKS ON THE PREDICTION OF SEPSIS ONSET. 

Authorship Year Features Best Model / Algorithm AUROC References 

Shashikumar et. al. 2021 40 NN 0.8 [14] 

Nemati et. al. 2018 65 
Artificial Intelligence Sepsis 

Expert Algorithm 
0.85 [6] 

Guo et. al. 2022 46 CNN 0.92 [16] 

Hou et. al. 2020 11 XGboost 0.857 [17] 

Goh et al. 2021 100 NLP 0.94 [15] 

Kong et. al. 2020 86 GBM 0.829 [18] 

Persson et. al. 2021 20 CNN 0.9 [19] 

Wang et. al. 2021 55 RF 0.91 [21] 

Kuo-Ching et. al. 2020 106 XGboost 0.89 [20] 

Alireza et. al. 2021 14 NN 0.86 [22] 

Bai et. al. 2022 27 AdaBoost 0.895 [23] 

Misra et. al. 2021 65 RF 0.943 [24] 

Kok et. al. 2020 40 TCN 0.98 [25] 

Xin Zhao et. al. 2021 25 LightGBM 0.979 [26] 

Saqib et. al. 2018 47 RF 0.696 [27] 

Ghias et. al. 2022 6 XGboost 0.98 [28] 

Bedoya et al 2022 86 MGP–RNN 0.882 [29] 

Lauritsen et. al. 2020 30 LSTM / CNN 0.856 [30] 

Scherpf et al. 2019 101 RNN 0.81 [31] 

NN: Neural Networks, CNN: Convolutional Neural Networks, XGboost: eXtreme Gradient Boosting, NLP: Neuro-Linguistic Programming, GBM: Gradient 

Boosting Machine, RF: Random Forest, AdaBoost: Adaptive Boosting, TCN: Temporal Convolutional Network, Light GBM: Light Gradient Boosting 

Machine, MGP-RNN: Multitask Gaussian Process-Recurrent Neural Network, LSTM: Long Short-term memory, RNN: Recurrent Neural Network 



  

 

A total of 359 articles were initially identified with these 

search terms, of which 326 abstracts without full text were 

excluded, leading to a final count of 33 papers. In the present 

study, we highlighted the papers related to the development 

of models / algorithms that can predict the sepsis onset in 

ICUs, resulting in 19 papers as presented in Table 1. 

III. AI SYSTEMS FOR THE EARLY PREDICTION AND 

DIAGNOSIS OF SEPSIS 

From the literature review, it is evident that there is a steady 

upward trend in the number of papers being published since 

2018, which is likely attributed to the increasing availability 

and adoption of AI, ML and DL technologies over the same 

period. Researchers are showing an increasing interest, which 

is expected to reach even higher levels in the coming years, 

as new techniques for innovative health technologies are 

constantly being developed.  

Driven by the observation that key to sepsis treatment is the 

early identification and immediate intervention, as every hour 

of delay in antimicrobial treatment increases mortality. A 

number of research studies have developed automated 

diagnostic tools for the early and accurate prediction, 

management and treatment of sepsis. 

Shashikumar et. al. (2021) developed the deep learning 

model COMPOSER to predict onset of sepsis four to forty 

eight hours 4 prior to time of clinical suspicion. This model 

consists of three modules: the first module includes timing 

information and clinical variables, the second module 

incorporates a conformal prediction network, which yields a 

statistical framework for identification of the out-of-

distribution samples and the third module uses a feed-

forward neural network for sepsis prediction. This model 

involves 40 clinical variables and can be applied only in 

ICUs [14]. Another study introduced the AI-sepsis algorithm 

for the early prediction of sepsis in ICU patients. This 

algorithm includes 65 variables of interest on hourly basis 

and can precisely predict the sepsis almost four to twelve 

hours prior to clinical recognition [6]. Moreover, Goh et al. 

(2021) designed and developed an AI-enabled solution, 

named SERA, for the early detection of sepsis. This 

algorithm combines the EHR data with the clinical notes of 

health professionals, increasing the early detection of sepsis 

by up to 32% and reducing false positives by up to 17% [15]. 

Another model based on ML and DL technology was 

presented in determining the sepsis severity and 

characterizing the patients' phenotype. This model was based 

on DCQMFF and CNN for predicting the 28-day survival 

rate, and K-means to classify the sepsis phenotype. MIMIC-

III and MIMIC-IV databases were used and achieved good 

performance [16]. MIMIC-III was also used by Hou et. al. 

(2020) for predicting the 30-days mortality patients with 

sepsis-3. In this study, an ML approach was developed, using 

a conventional logistic regression model, a SAPS-II score 

prediction model and an XGBoost algorithm model.  

XGBoost was proved to be clinically useful and assisted 

health professionals in the management and treatment of 

patients with sepsis-3 [17]. Moreover, Kong et. al. (2020) 

developed an ML-enabled tool for the prediction of the risk 

of patients‘ death with sepsis in ICUs. They used the MIMIC 

III database for the development and validation of the 

proposed tool and 86 predictor variables including 

comorbidities, laboratory tests and demographics. This model 

was based on the gradient boosting machine (GBM), least 

absolute shrinkage and selection operator (LASSO), 

traditional logistic regression (LR) method and random forest 

(RF). Amongst them, the GBM model showed the best 

performance for the prediction of the risk of sepsis death 

[18]. Furthermore, Persson et. al. (2021) developed a 

machine learning algorithm, named NAVOU sepsis, by using 

convolutional neural networks, based on MIMIC-III clinical 

data from ICU patients for predictions up to three hours 

before sepsis onset [19]. 

Kuo-Ching et. al. (2020) also developed an AI-enabled 

algorithm for early diagnosis of sepsis in ICU, by 

implementing ML methods like XGBoost, 5-fold cross-

validation and decision-tree. They used 106 variables and 

real-time data, collected by EHR. Among ML methods, 

XGBoost was the most appropriate for the timely diagnosis 

of sepsis with an accuracy greater than 80% [20]. On the 

other hand, Wang et. al. (2021) developed an AI-enabled 

algorithm for the early prediction of sepsis in ICU patients, 

using the random forest ML method and the 5-fold cross-

validation. The results of this analysis showed the random 

forest was the most suitable in predicting sepsis patients with 

high accuracy [21]. The study of Alireza et. al. (2021) 

proposed a deep neural network architecture, named SSP 

(Smart Sepsis Predictor), for sepsis prediction in ICU 

patients. They used the 2019 PhysioNet/CinC Challenge 

dataset and achieved to predict sepsis up to 12 h before onset 

[22]. In addition, the study of Bai et. al. (2022) developed a 

ML diagnostic model for the prediction of sepsis associated 

Acute Respiratory Distress Syndrome (ARDS) in ICU 

patients, by using early clinical indicators that were easily 

accessible. They used five different ML methods (Naive 

Bayes, Logistic Regression, Gradient Boosted Trees, 

AdaBoost model, Random Forest) and collected data from 

the e-ICU and the MIMIC-IV database [23]. Misra et. al. 

(2021) developed a clinical decision support system for 

septic shock prediction where clinical data from EHR and 

eight different ML algorithms (Decision Trees, Random 

Forest, Bayes Generalized Linear Model, XGBoost, C5.0, 

Logistic Regression, Boosted Logistic Regression, 



  

Regularized Logistic and Support Vector Machine) were 

used. The best model was based on Random Forest, with a 

specificity of 88.1% and sensitivity of 83.9% at one, three, 

and six hours from the time of admission [24]. Kok et al. 

(2020) employed a deep temporal convolution network, 

which can predict sepsis rapidly with high accuracy. They 

used the open-source dataset released for the PhysioNet 

Computing in Cardiology 2019 Challenge. The data obtained 

were based on sepsis-3 criteria and each patient‘s record 

comprised 40 features: 26 laboratory measurements, 6 

demographic variables and 8 vital signs recorded hourly. 

They also used the Gaussian Process Regression (GPR) to 

predict the variations of potential values for each feature, a 

temporal convolutional network (TCN) which convolutes 

over the time domain and 10-fold cross validation to estimate 

the model [25]. Xin Zhao et. al. (2021) used the original data 

from the physiological ICU database from three independent 

hospital systems in order to propose a processing method that 

can predict sepsis six hours prior to onset [26]. Saqib et. al. 

(2018) developed a model that can predict sepsis 24 and 36 

hours prior to its onset using vital signs and lab results. They 

used the MIMIC III dataset to test ML techniques including 

traditional methods, such as RF, LR and DL techniques [27]. 

Ghias et. al. (2022) proposed a model using ML algorithms 

(Linear learner, Multilayer perceptron neural networks, 

Random Forest, Lightgbm and XGboost) in order to predict 

sepsis at the admission time of patients in ICU. They used the 

Physio Net data and six vital signs extracted from patient 

records over the age of 18 years. XGboost model achieved a 

highest accuracy of 0.98, precision of 0.97, and recall 0.98 

under the precision-recall curve on the publicly available data 

[28]. Bedoya et al. (2022) developed and validated a novel 

DL model to detect sepsis four hours prior to its onset. They 

used MGP–RNN, random forest (RF), Cox regression (CR), 

and penalized logistic regression (PLR), and three clinical 

scores, SIRS, quick Sequential Organ Failure Assessment 

(qSOFA), and National Early Warning Score (NEWS). 

MGP–RNN proved to be the most suitable in predicting 

sepsis patients with high accuracy [29].Lauritsen et. al. 

(2020) presented a deep learning system for early detection 

of sepsis using a combination of a long short-term memory 

network and a convolutional neural network. The data were 

taken by multiple Danish hospitals over a seven-year period 

and the results showed performance ranging from AUROC 

0.856 (3 hours before sepsis onset) to AUROC 0.756 (24 

hours before sepsis onset) [30]. Scherpf et al. (2019) 

proposed a recurrent neural network based approach for the 

prediction of sepsis onset and compared it to InSight 

algorithm. According to the results, the RNN showed an 

overall higher performance than the InSight algorithm with a 

maximum AUROC 0.81 and 0.72 respectively. The 

performance decreases with increasing prediction time for 

both models [31]. 

IV.  ETHICAL CONCERNS OF USING AI IN SEPSIS 

Ethical guidelines and discussions have been around in 

healthcare and medical diagnosis for decades. The principles 

of medical ethics (beneficence, non-maleficence, justice, and 

human autonomy) [32] are guiding healthcare professionals 

over their daily duties for protecting vulnerable patients in 

uncertain contexts. The development of predictive analytics 

in the medical domain focused on helping healthcare 

professionals better serve those patients at risk, especially in 

ICU conditions. With the rapid development of AI, the 

discussion on ethics shifted towards the ethical implications 

in using ML for prognosis. ML algorithms - the 

computational approaches that are employed in predictive 

analytics - lack transparency and are usually not replicable. 

This is true for several AI-enabled systems that are used also 

in other non-life critical applications [33]. 

In an attempt to regulate the development and use of these 

applications the European Commission has issued a number 

of guidelines, focusing particularly on situations involving 

vulnerable people and the potential imbalance of information 

or power.  Additionally, AI-enabled applications must adhere 

to the fundamental rights, societal values, and the ethical 

principles of explicability, prevention of harm, fairness, and 

human autonomy [34].  For the safe use of optimized 

systems, the satisfaction of these criteria is of crucial 

importance. However, most of these criteria cannot be fully 

quantified, i.e., it is extremely difficult to design the controls 

and tests needed for a clinical decision support system 

(CDSS), as transparency is required in predictions and 

decisions.  ML algorithms are trained on historic data 

collected from patients over the years. 

Recent work attempted to look into ethical implications of AI 

use in CDSS [35, 36, 37, 38, 39], highlighting a number of 

challenges that need to be taken into account. 

Firstly, as in many medical situations there is a need for 

acquiring a consent from either the patient or their relatives 

for collecting and using their data for either training the 

algorithms or as input to the CDSS. Governments have 

provided the necessary guidelines under which these data can 

be collected, anonymized, processed and used for future 

statistical applications [40]. Consequently, data should be 

collected following relevant ethical guidelines that medical 

institutions are well aware of. 

Secondly, non-representative data used in training the 

algorithms might lead to inequalities and biases in the 

prediction, which can have serious consequences. People 

coming from different ethnic backgrounds or gender, might 

have different medical needs and experiencing certain 

symptoms at a different pace. Hence, using gender and 



  

culturally relevant demographic data for ML training is vital 

in this context. Research, gained a lot of experience in this 

area from different domains (e.g., Recruitment, Justice, 

ImageTagging) [41] where AI-enabled systems treated 

people coming from different groups of the population in an 

unfair way. Similarly, using historical data of empirical 

diseases might lead to prognostically misleading outcomes. 

We need to understand that the above wrongly performed 

cases are the result of the use of historic data that are either 

baring human biases or are outdated. By using this data to 

train ML algorithms it will result in perpetuating biases or 

mistreating people.  For example, Seymour et. al. followed 

an unsupervised learning method to identify four novel 

phenotypes of sepsis which differ with respect to biomarkers 

and mortality. Through this new approach, patients with 

sepsis could receive treatment that is more timely and 

appropriate [42].  Thus, in the context of predicting sepsis, 

we need to make sure that the datasets on which the 

developed AI-enabled systems are trained, will be reflecting 

the respective population. 

Thirdly, the opaqueness of ML approaches makes it difficult 

for people to trust their outputs and foster accountability of 

actions. Physicians are usually discussing and explaining 

their thought process for identifying potential mistakes or 

preventing some. In a black-box system it is very difficult 

and in most occasions impossible to understand how the 

algorithm provided a certain output. Hence, knowing under 

what circumstances the system‘s decision should be trusted 

can be challenging. In ICU predictions, including sepsis 

prognosis, healthcare providers should be able to understand 

how the system ended up making a prediction, and whether 

this should be trusted. Human - AI interaction community is 

investigating different approaches for overcoming this issue 

(e.g., through explanations), however there is a lot of work 

that still needs to be done in this area, particularly in the 

context of ICU predictions [43]. Another very important 

factor is that of moral and legal accountability. There is a lot 

of discussion in the field on this concept particularly in 

relation to the use of AI  in the medical domain [44].  In the 

case that a physician makes a mistake with any implications, 

there is usually a process that is followed for identifying the 

source of the error and who is to be held accountable. 

However, in the case of a wrongful prediction by the system, 

there is the issue of ―who is to be held accountable?‖. Due to 

the opaqueness of ML models, it is very difficult to backtrack 

and understand which individual part of the chain is to be 

held accountable. In ICU conditions, where mortality rates 

are high, issues of accountability need to be addressed legally 

and also morally. 

There are many complex ethical issues involved in the 

adoption of AI in ICU that can only be addressed if different 

disciplines work together (computer science, medicine, social 

science, psychology). Human-AI interaction is advocating for 

human - AI complementarity [45] where AI will support 

humans in exceeding performance of humans or AI alone. 

V. EXPLAINABLE AI AND SEPSIS 

The above ethical and complexity issues that are entailed in 

AI CDSS, are highlighting the necessity for communicating 

critical information to the user. Explainability or the area of 

XAI (Explainable Artificial Intelligence) [46, 47], aims to 

achieve confidence, trustworthiness, accessibility, causality 

and transferability in predictions, so that health professionals 

can understand and correlate the results with the clinical 

practice [48, 49]. Over the last years, XAI has focused on 

improving the interaction between health professionals and 

AI systems.  

Explanations that accompany the system's decision, proven to 

enhance trust between Human-AI [50, 51], however there is 

evidence that different types and levels of explanations are 

needed for different contexts [52, 53].  Local explanations 

focus on explaining a particular output; global explanations 

explain how a set of outputs emerges from a particular input; 

and counterfactual explanations attempt to help the user 

understand how their input could change the output of the 

system by resembling everyday human conversation [54]. 

Explanations can take different forms, for example, the use 

of natural language [55], visualizations [56], uncertainty of 

the model decision (e.g., confidence score) [57], example-

based [58], etc.  Whatever the type of explanation, the user 

should be able to understand the information provided by the 

system thus, explanations should be informative and easy to 

be interpreted by a specific audience. Research in the area of 

XAI, stresses the fact that explanations are context 

dependent. That emphasizes the need for specific studies to 

be performed for understanding what might be suitable 

explanation types and forms specifically for ICU applications 

in the context of sepsis prognosis. Furthermore, how 

algorithm predictions are presented to clinicians, and the 

extent to which they are accompanied by additional 

information or even recommendations, are key determinants 

of clinician acceptance of CDSS. 

Explanations for the prediction of sepsis in ICU, in the form 

of graph visualizations were developed in [59, 60]. These 

studies have used data collected from real cases in ICU to 

evaluate their algorithmic model, however they do not 

provide any information on the impact that the explanations 

had on the clinical staff perception of the results. More 

recently, a  comparative performance analysis of different 

feature selection for mortality prediction in ICU was 

performed in a set of data collected from COVID-19 patients. 

LIME was then used for providing explanation on the results 

[61]. Similarly, in [62] the authors developed two local level 

explanation techniques for assisting the understanding of the 



  

model prediction on the effect of Fibronectin on the survival 

of sepsis. According to the literature, explainable AI 

solutions for sepsis predictions are currently at early stages. 

Most of the researchers are exploring the predictive 

performance of different AI models, by using retrospective 

data and incorporating simplistic explainability methods. It is 

well known that the accurate sepsis prediction will help 

health professionals to choose appropriate treatment methods 

and better prognosis for sepsis patients [63]. However, all the 

above research studies have not evaluated their developed 

explanations for understanding - how the respective user 

groups perceive the explanations provided?  whether the 

chosen XAI approach was efficient,  if it enhances the 

clinical staffs‘ efficiency, and most importantly if it improves  

their trust towards the system. 

Sepsis is easy to treat but hard to diagnose at the early stages 

of the disease. The opposite applies to later stages of the 

sepsis disease. In most cases, the diagnosis of sepsis is based 

on the organic dysfunction findings, the laboratory data and 

the general clinical situation of the patient. An explainable 

AI-enabled sepsis diagnosis tool could analyze a large 

number of features and variables related to sepsis, by giving a 

precise outcome for each ICU patient. As a result, health 

professionals may have an estimation of the possibility of 

sepsis appearance, which can help them change this clinical 

situation [64].  

However, there are many difficulties for the development of 

explainable AI-enabled solutions of sepsis prediction. Not all 

hospitals are using EHR these days. These data are essential 

to be used on the one hand for training the ML algorithms 

used in CDSS and as on the other hand as input in an 

explainable AI-based system. Furthermore, according to the 

study of Beam and Kohane (2018), AI ―is not a magic device 

that can spin data into gold‖ directly [65]. The above 

highlights the necessity for important scientific and human 

efforts in order for explainable AI-enabled tools to be used in 

each specific scenario. 

As discussed in the previous section, large datasets should be 

extracted properly and processed in a systematic way for 

CDSS to provide accurate predictions and precise outcomes 

[66]. Currently, common sources of biomedical and 

demographic data are frequently used for the training of 

sepsis AI-related models, instead of sepsis related, ICU 

datasets [67]. This limits the efficiency and accuracy of the 

CDSS and of the explanations that accompany it. Hence, 

sepsis prognosis specific datasets are required to be extracted 

and curated for providing more accurate outcomes. 

Explainable tools that will accompany these outcomes will 

then be more informative, efficient, aid in building trust 

between the health workers and the CDSS and contribute 

towards accountability. 

VI.  CONCLUSIONS 

In the present paper, we studied the applicability of AI 

enabled solutions for sepsis prediction, using a systematic 

literature review of various papers, which were evaluated for 

eligibility. The analysis reveals exponential growth in the 

number of research works published the last few years, while 

authors are interested in the development of AI algorithms. 

Also, the present analysis points out that those technologies 

can improve the field of health in a variety of ways, but 

further developments are essential for system security, 

accuracy, data collection and management, and privacy 

protection.  

In light of the above, it can be stated that AI-enabled 

solutions are a very promising tool to improve sepsis 

prediction and detection and management. On the other hand, 

predicting the patients‘ mortality in ICUs from sepsis is more 

challenging, as is the wide adoption of such systems in 

standard clinical practice. This initial work points at several 

ethical implications of the use of AI - enabled systems 

particularly in the ICU. The opaqueness of the algorithmic 

approaches that are employed in these systems make it 

difficult for defining clear ethics guidelines and monitoring 

mechanisms. Explainability techniques appear to be a 

promising direction towards providing more transparency in 

CDSS and help the medical staff develop trust towards the 

outcomes of these systems. However, further work is needed 

in understanding what are suitable explainability methods 

and formats and how the different user groups perceive those.  

This paper was written by computer and data science experts, 

as well as health professionals. Therefore, this combination 

allows us to address essential aspects from both health and 

computer science fields.  

On the other hand, there are some limitations. The present 

study is a literature review paper, and thus, not all available 

research studies on this topic of interest were considered. The 

aim of the present study was to provide an overview of the 

existing AI-enabled solutions for sepsis prediction, by 

following the above study design and selection. 

Future research should focus on discussing clustering sepsis 

into different phenotypes. Also, future studies should focus 

on predicting the patients‘ mortality in ICUs from sepsis. 
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