Taylor & Francis
Taylor & Francis Groug

Production @ International Journal of Production Research

ISSN: (Print) (Online) Journal homepage: https://www.tandfonline.com/loi/tprs20

Human-centric artificial intelligence architecture
for industry 5.0 applications

JoZe M. RoZanec, Inna Novalija, Patrik Zajec, Klemen Kenda, Hooman
Tavakoli Ghinani, Sungho Suh, Entso Veliou, Dimitrios Papamartzivanos,
Thanassis Giannetsos, Sofia Anna Menesidou, Ruben Alonso, Nino Cauli,
Antonello Meloni, Diego Reforgiato Recupero, Dimosthenis Kyriazis,
Georgios Sofianidis, Spyros Theodoropoulos, Blaz Fortuna, Dunja Mladeni¢ &
John Soldatos

To cite this article: Joze M. Rozanec, Inna Novalija, Patrik Zajec, Klemen Kenda, Hooman
Tavakoli Ghinani, Sungho Suh, Entso Veliou, Dimitrios Papamartzivanos, Thanassis Giannetsos,
Sofia Anna Menesidou, Ruben Alonso, Nino Cauli, Antonello Meloni, Diego Reforgiato Recupero,
Dimosthenis Kyriazis, Georgios Sofianidis, Spyros Theodoropoulos, Blaz Fortuna, Dunja
Mladeni¢ & John Soldatos (2022): Human-centric artificial intelligence architecture for industry 5.0
applications, International Journal of Production Research, DOI: 10.1080/00207543.2022.2138611

To link to this article: https://doi.org/10.1080/00207543.2022.2138611

8 © 2022 The Author(s). Published by Informa @ Published online: 07 Nov 2022.
UK Limited, trading as Taylor & Francis
Group

» A
[B Submit your article to this journal &' & View related articles &'

) View Crossmark data '

CrussMark

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journallnformation?journalCode=tprs20


https://www.tandfonline.com/action/journalInformation?journalCode=tprs20
https://www.tandfonline.com/loi/tprs20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/00207543.2022.2138611
https://doi.org/10.1080/00207543.2022.2138611
https://www.tandfonline.com/action/authorSubmission?journalCode=tprs20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=tprs20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/00207543.2022.2138611
https://www.tandfonline.com/doi/mlt/10.1080/00207543.2022.2138611
http://crossmark.crossref.org/dialog/?doi=10.1080/00207543.2022.2138611&domain=pdf&date_stamp=2022-11-07
http://crossmark.crossref.org/dialog/?doi=10.1080/00207543.2022.2138611&domain=pdf&date_stamp=2022-11-07

INTERNATIONAL JOURNAL OF PRODUCTION RESEARCH
https://doi.org/10.1080/00207543.2022.2138611

Taylor & Francis
Taylor &Francis Group

8 OPEN ACCESS W) Check for updates

Human-centric artificial intelligence architecture for industry 5.0 applications

Joze M. Rozanec ©2 € Inna Novalija ©P, Patrik Zajec
Sungho Suh ©9, Entso Veliou
Menesidou ©f, Ruben Alonso9, Nino Cauli

Dimosthenis Kyriazis ©', Georgios Sofianidis

and John Soldatos

ab Klemen Kenda
€, Dimitrios Papamartzivanos
9, Antonello Meloni

i, Spyros Theodoropoulos'J, Blaz Fortuna

a,b.c Hooman Tavakoli Ghinanid,

f Thanassis Giannetsos ©f, Sofia Anna
h, Diego Reforgiato Recupero fh,

, Dunja Mladeni¢ ®b

aJozef Stefan International Postgraduate School, Ljubljana, Slovenia; PJoZef Stefan Institute, Ljubljana, Slovenia; “Qlector d.0.0., Ljubljana,
Slovenia; 9German Research Center for Artificial Intelligence (DFKI), Kaiserslautern, Germany; ¢Department of Informatics and Computer
Engineering, University of West Attica, Egaleo, Athens, Greece; fDigital Security & Trusted Computing Group, Ubitech Ltd., Athens, Greece; 9R2M

Solution Srl, Pavia, Italy; hDepartment of Computer Science, University of Cagliari, Cagliari, Italy; 'Department of Digital Systems, University of
Piraeus, Piraeus, Greece; 'Department of Electrical and Computer Engineering, National Technical University of Athens, Athens, Greece;

KIntrasoft International, Peania, Greece

ABSTRACT

Human-centricity is the core value behind the evolution of manufacturing towards Industry 5.0. Nev-
ertheless, there is a lack of architecture that considers safety, trustworthiness, and human-centricity
at its core. Therefore, we propose an architecture that integrates Artificial Intelligence (Active Learn-
ing, Forecasting, Explainable Artificial Intelligence), simulated reality, decision-making, and users’
feedback, focussing on synergies between humans and machines. Furthermore, we align the pro-
posed architecture with the Big Data Value Association Reference Architecture Model. Finally, we

validate it on three use cases from real-world case studies.

1. Introduction

The development of new technologies and their increas-
ing democratisation have enabled the digitalisation of the
manufacturing domain. Furthermore, the digitalisation
and application of cutting-edge technologies have been
fostered by many governments through national pro-
grams (e.g.Industrie 4.0, Advanced Manufacturing Part-
nership, or Made in China 2025 and others) as means
to revitalise the industry and face societal changes such
as the increasingly aging population (Kuo, Shyu, and
Ding 2019). The Industry 4.0 paradigm, first presented
in the Hannover Industrial Fair in 2011, aims to lever-
age the latest technologies (e.g. Internet of Things, cloud
computing, and artificial intelligence, among others),
and paradigms (e.g.Cyber-Physical Systems (Lee 2006;
Rajkumar et al. 2010; Xu and Duan 2019), and Digital
Twins (Grieves 2015; Grieves and Vickers 2017; Tao and
Zhang 2017)), to enable innovative manufacturing func-
tionalities. Research regarding Industry 4.0 aims to devise
means to realise mass customisation, predictive main-
tenance, zero-defect manufacturing, and smart product
lifecycles management (Soldatos et al. 2019; Lim, Zheng,
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and Chen 2020)). Furthermore, there is an increas-
ing awareness regarding the complementarity of skills
between humans and machines and the opportunity to
foster human-centric solutions, which is one of the core
principles in the emerging Industry 5.0.

When speaking about artificial intelligence, we must
distinguish between General Artificial Intelligence
(which aims to create machines capable of thinking and
reasoning like humans), and Narrow Artificial Intelli-
gence (which aims to solve specific problems automat-
ing specific and repetitive tasks). Industrial Artificial
Intelligence can be considered a specific case of Nar-
row Artificial Intelligence, applied to industry. Artifi-
cial intelligence is being increasingly adopted in man-
ufacturing, leading to work design, responsibilities, and
dynamics changes. Artificial intelligence techniques can
provide insights and partially or even fully automate
specific tasks, while human input or decision-making
remains critical in some instances. When insights are
required for decision-making, it is of utmost importance
to understand the models’ rationale and inner work-
ings to ensure the models can be trusted and responsible
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decisions made based on their outcomes (Ahmed, Jeon,
and Piccialli 2022). Among the human-machine col-
laboration approaches, we find mutual learning, which
considers learning to be a bidirectional process and a
reciprocal collaboration between humans and machines
when performing shared tasks (Ansari et al. 2018; Ansari,
Erol, and Sihn 2018). Another possible approach is
active learning, which assumes the machine learning
model can learn from carefully selected data and lever-
age the knowledge and expertise of a human expert
in a human-in-the-loop system. Furthermore, interac-
tions between humans and machines can be enhanced by
developing proper interfaces. For example, spoken dia-
log systems and voice-user interfaces attempt to do so
by mimicking human conversations (McTear, Callejas,
and Griol 2016; Jentzsch, Hohn, and Hochgeschwen-
der 2019). To ensure artificial intelligence systems are
human-centred, much research is being invested in
ensuring such systems remain secure and comply with
ethical principles (Shneiderman 2020). Security chal-
lenges involve multiple aspects, such as ensuring that
the integration between business and industrial networks
remains secure (Ani et al. 2017), and data-related aspects
critical to artificial intelligence, such as protecting the
Confidentiality, Integrity, and Availability (CIA) of data
(Wu et al. 2018; Mahesh et al. 2020). Compliance with
ethical principles can be realised through three building
blocks: (i) provide a framework of ethical values to sup-
port, underwrite and motivate (SUM) responsible data
design and the use of the ecosystem, (ii) a set of action-
able principles to ensure fairness, accountability, sustain-
ability and transparency (FAST principles), and (iii) a
process-based governance framework (PGB framework)
to operationalise (i) and (ii) (Leslie 2019).

The richness of manufacturing use cases and the high
level of shared challenges require standards to build a
common ground to ensure the components™ interoper-
ability and that best practices are applied to develop
and integrate them. Furthermore, there is a need to
develop a unified architecture based on standards and
reference architecture components to tackle the chal-
lenges described above. Among the reference architec-
tures relevant to the field of manufacturing, we find the
Reference Architecture Model for Industry 4.0 (RAMI
4.0-presents the main building blocks of Industry 4.0
systems) (Schweichhart 2016), the Industrial Internet
Reference Architecture (IIRA - specifies a common
architecture framework for interoperable IoT systems)
(IIR n.d.), the Industrial Internet Security Framework
(IISF) (IIS 2016), and the Big Data Value Association
(BDVA) Reference Architecture (Refiones, Carbonare,
and Gusmeroli 2018). While the RAMI 4.0 and IIRA
do not address the security and safety aspects, these

are addressed by the ISSF and BDVA. Furthermore,
the BDVA reference architecture provides structure and
guidelines to structure big data software, foster data shar-
ing, and enable the use of artificial intelligence in its
components while ensuring compliance with standards.
The requirements that emerge from the application of
artificial intelligence have also crystallized in specific
architectures. Spelt, Knee, and Glover (1991) describes
how machine learning models and expert systems can
be combined, to leverage their complimentary strengths.
Xu et al. (2020) surveys multiple authors on how they
realise edge intelligence, considering three key compo-
nents: data, model, and computation. In the same line,
Yang et al. (2019) surveys authors on federated learn-
ing, considering horizontal and vertical federated learn-
ing, and federated transfer learning, while describing
architectures that implement them. A slightly differ-
ent approach is considered by Wan et al. (2020), who
describe an architecture combining cloud computing,
edge computing, and local computing paradigms. The
authors consider four major architecture components:
smart devices, smart interaction, an artificial intelligence
layer, and smart services.

In this work, we evolve and detail the architecture
proposed in RoZanec et al,“STARdom: An Architec-
ture for Trusted and Secure Human-Centered Manu-
facturing Systems,” (2021), which addresses the void of
an architecture specification that tackles the needs of
trusted and secure artificial intelligence systems in man-
ufacturing, seeking human-machine synergies by con-
sidering humans-in-the-loop. The human at the centre
of the manufacturing evolution represents the core of
the evolution towards Industry 5.0 (Nahavandi 2019;
EC2 2020). Furthermore, we map the proposed archi-
tecture modules to the BDVA reference architecture
and ISSF framework to ensure compatibility and show
how their complimentary views can coincide in a single
solution.

The rest of this paper is structured as follows:
Section 2 presents related work, and Section 3 introduces
three values-based principles and describes the proposed
architecture. Next, Section 4 describes the validating use
cases, while Section 5 describes the experiments we con-
ducted and the results we obtained. Finally, in Section 6,
we provide our conclusions and outline future work.

2. Related work
2.1. Industry 5.0

Industry 4.0 was introduced at the Hannover Trade Fair
in 2011, aiming to introduce new technologies into man-
ufacturing with the purpose of achieving high levels of



operational efficiency and productivity (Sanchez, Expos-
ito, and Aguilar 2020). While technology is emphasised
as a means toward greater efficiency and productivity
to enhance competitiveness in the global market, some
emphasis have been placed on using such technology to
reach certain level of human-centricity through the con-
cept of Operator 4.0. Operators 4.0 are operators who
will be assisted by systems providing relief from phys-
ical and mental stress, without compromising the pro-
duction objectives (Romero et al. 2016; Romero, Stahre,
and Taisch 2020; Kaasinen et al. 2020). Industry 5.0
is envisioned as a co-existing industrial revolution (Xu
et al. 2021), for which two visions have emerged: (i)
one that refers to human-robot co-working, and (ii)
a second one as a bioeconomy where renewable bio-
logical resources are used to transform existing indus-
tries (Demir, DOven, and Sezen 2019). In this work, we
focus on Industry 5.0 as a value-driven manufacturing
paradigm and revolution that highlights the importance
of research and innovation to support the industry while
placing the well-being of the worker at the centre of the
production process (Xu et al. 2021). Such a revolution
must attempt to satisfy the needs placed in the Industrial
Human Needs Pyramid, which range from workplace
safety to the development of a trustworthy relationship
between humans and machines that enables the high-
est level of self-esteem and self-actualisation, realising
and fulfilling their potential (Lu et al. 2022). It aims to
intertwine machines and humans in a synergistic col-
laboration to increase productivity in the manufactur-
ing industry while retaining human workers. Further-
more, it seeks to develop means that enable humans to
unleash their critical thinking, creativity, and domain
knowledge. At the same time, the machines can be
trusted to autonomously assist on repetitive tasks with
high efficiency, anticipating the goals and expectations of
the human operator, and leading to reduced waste and
costs (Nahavandi 2019; Demir, Doven, and Sezen 2019;
Maddikunta et al. 2022). Such communication and col-
laborative intelligence enable the development of trust-
worthy coevolutionary relationships between humans
and machines. To foster the development of trustwor-
thy coevolutionary relationships, interfaces must con-
sider the employee’s characteristics (e.g. age, gender, and
level of education, among others) and the organisational
goals. One example of collaboration between humans
and machines is realised with cobots, where the cobots
share the same physical space, sense and understand the
human presence, and can perform tasks either indepen-
dently, simultaneously, sequentially, or in a supportive
way (El Zaatari et al. 2019).

In order to realise the Industry 5.0 vision, the
focus must be shifted from individual technologies to
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a systematic approach rethinking how to (a) combine
the strengths of humans and machines, (b) create digital
twins of entire systems, and (c) widespread use artifi-
cial intelligence, with a particular emphasis generation of
actionable items for humans. While research regarding
Industry 5.0 is incipient, it has been formally encour-
aged by the European Commission through a formal
document released back in 2021 (Ind n.d.).

2.2. Considering standards and regulations

In order to realise the vision laid out for Industry 5.0, con-
straints and directions imposed by existing regulations
must be considered. Furthermore, standards should be
taken into account to ensure that the fundamental blocks
can be universally understood and adopted to achieve
compatibility and interoperability.

Cybersecurity is considered a transversal concern in
the architecture presented in this work. Among the stan-
dards and regulations that relate to it we must men-
tion the ISO 27000 family of standards (ISO n.d.), the
USA Cybersecurity Information Sharing Act (CISA)
(CIS n.d.), the EU Cybersecurity Act (cyb n.d.), and
the EU Network and Information Security Directive II
(NIS II) (NIS n.d.). The ISO 27000 standards defined
a common vocabulary and provided an overview of
information security management systems. The NIS II
directive aimed to force certain entities and sectors
of the European Union to take measures to increase
the overall cybersecurity level in Europe. The Euro-
pean Union Cybersecurity Act provided complemen-
tary legislation by establishing a cybersecurity certifica-
tion framework for products and services and granted
a permanent mandate to the EU agency for cyber-
security (ENISA) to inform the public regarding cer-
tification schemas and issue the corresponding cer-
tificates. Finally, the CISA established a legal ground
for information sharing between the USA government
agencies and non-government entities for cyberattack
investigations.

When considering data management, much emphasis
is being put on privacy. The General Data Protection Reg-
ulation (GDPR) (GDP n.d.), ePrivacy directive (ePrn.d.),
or Data Governance Act (dat n.d.), issued by the Euro-
pean Union, are relevant when managing and sharing
data, especially personal or sensitive data. The GDPR
establishes a legal framework setting guidelines to pro-
cess and collect personal information of persons living
in the European Union. The ePrivacy directive regulates
data protection and privacy, emphasising issues related to
confidentiality of information, treatment of spam, cook-
ies, and traffic data. Finally, the Data Governance Act
promotes wider re-use of data, using secure processing



4 (& J.M.ROZANECETAL.

environments, data anonymization techniques (e.g. dif-
ferential privacy), and synthetic data creation; and estab-
lishes a licensing regime for data intermediaries between
data holders and data users. While these regulations and
directives must be considered, we provide no systemic
solution from an architectural point of view.

Finally, given the increasing adoption of artificial
intelligence, a legislative effort is being made to regu-
late its use. For example, the Artificial Intelligence Act
(AIA n.d.a), issued in the European Union, was the first
law of this kind issued by a significant regulator world-
wide. The law categorises artificial intelligence applica-
tions into three risk categories: (a) unacceptable risk (e.g.
social scoring systems), which are banned, (b) high-risk
(e.g. resume scanning applications), which are subject
to specific legal requirements, and (c) applications that
do not fall into categories (a) and (b), which remain
unregulated. Another example is a law issued by the
Federative Republic of Brazil (AIA n.d.b), which estab-
lishes the principles, obligations, rights, and governance
instruments regarding the use of artificial intelligence.

While the abovementioned list is not exhaustive, it
provides a high-level view of the main concerns and
topics that must be considered.

2.3. Enabling technologies

In order to realise a human-centric artificial intelligence
architecture for Industry 5.0 applications, a set of tech-
nologies that enable a human-centric approach we con-
sider a set of technologies must be taken into account.
We consider five of them related to the field of artifi-
cial intelligence: (i) active learning, (ii) explainable artifi-
cial intelligence, (iii) simulated reality, (iv) conversational
interfaces, and (v) security. Below we introduce some
related work regarding each of them, and in Section 3
describe the corresponding architecture building blocks.

2.3.1. Active learning

The adoption of artificial intelligence in manufacturing
and the complementarity of the machine and human
capabilities is reshaping jobs, and human-machine coop-
eration opportunities are emerging. One way to realise
such human-machine cooperation is through the Active
Learning paradigm, which considers an artificial intel-
ligence model can be improved by carefully selecting a
small number of data instances to satisfy a learning objec-
tive (Settles 2009). Active Learning is built upon three
assumptions: (i) the learner (artificial intelligence model)
can learn by asking questions (e.g. request a target vari-
able’s data), (ii) there is an abundance of questions that
can be asked (e.g. data, either gathered or synthetically

created, without a target value), and (iii) there is a con-
strained capacity to answer such questions (and there-
fore, the questions must be carefully selected) (Elahi,
Ricci, and Rubens 2016). Therefore, applied research
is focussed on how to structure use case solutions so
that through a human-in-the-loop, artificial intelligence
models can benefit from human expertise to make deci-
sions and provide valuable input, which is later used to
enhance the models (Kumar and Gupta 2020; Schroder
and Niekler 2020; Budd, Robinson, and Kainz 2021).

We discriminate between data obtained from real
sources and synthetic data (created through some pro-
cedure) regarding the source of the data. Synthetic data
is frequently used to enlarge the existing data or to gen-
erate instances that satisfy specific requirements when
similar data is expensive to obtain. While many tech-
niques and heuristics have been applied in the past to
generate synthetic data, the use of Generative Adversarial
Networks (GANSs) has shown promising results and been
intensely researched Zhu and Bento (2017), Mahapatra
etal. (2018), Sinha, Ebrahimi, and Darrell (2019), Mayer
and Timofte (2020). Strategies related to data selection
are conditioned by how data is generated and served.
If the data is stored, data instances can be scanned and
compared, and some latency can be tolerated to make
a decision. On the other hand, decisions must be made
at low latency in a streaming setting, and the knowledge
is constrained to previously seen instances. Data selec-
tion approaches must consider informativeness (quanti-
fying the uncertainty associated to a given instance, or
the expected model change), representativeness (num-
ber of samples similar to the target sample), or diversity
criteria (selected samples scatter across the whole input
space) (Wu 2018). Popular approaches for classification
problems are the random sampling, query-by-committee
(Seung, Opper, and Sompolinsky 1992), minimisation of
the Fisher information ratio (Padmanabhan et al. 2014),
or hinted sampling with Support Vector Machines (Li,
Ferng, and Lin 2015).

Active learning has been applied to several manu-
facturing use cases. Nevertheless, applied research in
the manufacturing sector remains scarce (Samsonov
et al. 2019; Meng et al. 2020), but its relevance increases
along with the proliferation of digital data and democrati-
sation of artificial intelligence. In the scientific literature,
authors report using Active Learning to tackle qual-
ity control, predictive modelling, and demand forecast-
ing. For example, active learning for quality control was
applied to predict the local displacement between two
layers on a chip (Dai et al. 2018) or gather users’ input in
visual quality inspection of printed company logos on the
manufactured products (Trajkova et al. 2021). In predic-
tive modelling, it was applied in the aerospace industry to



assist a model in predicting the shape control of a com-
posite fuselage (Yue et al. 2020). Finally, in the demand
forecasting use case, the authors explored using active
learning to recommend media news and broaden the
logisticians’ understanding of the domain while inform-
ing relevant events that could affect the demand, to reach
better decisions (Zajec et al. 2021). Regardless of the suc-
cessful application in several manufacturing use cases,
active learning is not widely adopted in manufacturing
and could be applied to enhance cybersecurity capa-
bilities and fatigue monitoring systems (Li et al. 2019),
among others.

2.3.2. Explainable artificial intelligence

While artificial intelligence was applied to manufac-
turing problems in the past (Bullers, Nof, and Whin-
ston 1980), it has become increasingly common to rely
on artificial intelligence models to automate certain tasks
and provide data-based insights (Chien et al. 2020).
When human decision-making relies on artificial intel-
ligence models’ outcomes, enough information regard-
ing the models’ rationale for such a forecast must be
provided (Ribeiro, Singh, and Guestrin 2016; Lundberg
and Lee 2017). Such information enables the user to
assess the trustworthiness and soundness of the pro-
vided forecast and therefore ensure decisions are made
responsibly (Das and Rad 2020). Research on techniques
and approaches that convey information regarding the
rationale behind the artificial intelligence models, or an
approximation to it, and how such information is best
presented to the users, is done in a sub-field of artificial
intelligence, known as eXplainable Artificial Intelligence
(XAI) (Henin and Métayer 2021). Such approaches can
be classified according to different taxonomies. Among
them, there is consensus that artificial intelligence mod-
els can be considered either white-box models (inherently
interpretable models), or black-box models (models that
remain opaque to the users) (Loyola-Gonzalez 2019).
Regarding the characteristics of the explanation, Angelov
et al. (2021) divide XAI methods into four groups, con-
sidering whether (i) the explanations are provided at a
local (for a specific forecast) or global (for the whole
model) level, (ii) the models are transparent or opaque
to the users, (iii) the explainability techniques are model-
specific or model-agnostic, and (iv) the explanations are
conveyed through visualisations, surrogate models or
taking into account features relevance.

The scientific literature reports an increasing amount
of use cases where explainable artificial intelligence is
applied. Meister et al. (2021) applied deep learning mod-
els to automate defect detection on composite compo-
nents built with a fibre layup procedure. Furthermore,
the authors explored using three Explainable Artificial
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Intelligence techniques (Smoothed Integrated Gradients
(Sundararajan, Taly, and Yan 2017), Guided Gradient
Class Activation Mapping (Shrikumar, Greenside, and
Kundaje 2017) and DeepSHAP (Selvaraju et al. 2017)),
to understand whether the model has learned and thus
can be trusted that it will behave robustly. Senoner, Net-
land, and Feuerriegel (2021) developed an approach to
creating insights on how production parameters con-
tribute to the process quality based on the estimated
features’ relevance to the forecast estimated with the
Shapley additive explanations technique (Lundberg and
Lee 2017). Finally, Serradilla et al. (2020) implemented
multiple machine learning regression models to estimate
the remaining life of industrial machinery and resorted
to the Local Interpretable Model-Agnostic Explanations
technique (Ribeiro, Singh, and Guestrin 2016) to iden-
tify relevant predictor variables for individual and overall
estimations. Given research had little consideration for
the complexity of interactions between humans and their
environment in manufacturing, much can be done to
develop XAI approaches that consider anthropometrics,
physiological and psychological states, and motivations
to not only provide better explanations, but also enhance
the workers™ self-esteem and help them towards their
self-actualisation (Lu et al. 2022).

2.3.3. Simulated reality

Under simulated reality, we understand any program or
process that can generate data resembling a particular
aspect of reality. Such a process can take inputs and pro-
duce outputs, such as synthetic data or outcomes that
reflect different scenarios or process changes.

Machine learning models can solve complex tasks only
if provided with data. Acquiring high-quality data can
be a complex and expensive endeavour: lack of exam-
ples concerning faulty items for defect detection systems,
wearing down and damaging a robotic system during
data collection, or human errors when labelling the data
are just some examples. Synthetic data is envisioned as
a solution to such challenges. Much research is invested
in making it easy to generate while avoiding annota-
tion pitfalls, ethical and practical concerns and promising
an unlimited supply of data (de Melo et al. 2022). In
addition, much research was invested in the past regard-
ing synthetic data generation to cope with imbalanced
datasets.

Nevertheless, the development of GANs opened a new
research frontier, leading to promising results (Creswell
et al. 2018). GANSs consist of two networks: a generator
(trained to map some noise input into a synthetic data
sample) and a discriminator (that, given two examples,
tries to distinguish the real from the synthetic one). This
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way, the generator learns to generate higher-quality sam-
ples based on the discriminator’s feedback. While they
were first applied to images (Goodfellow et al. 2014),
models have been developed to enhance the quality of
synthetic images and to apply them to other types of
data, too (Patki, Wedge, and Veeramachaneni 2016; Xu
et al. 2019).

Simulated reality can be considered a key component
of Reinforcement Learning. The reinforcement learning
agent can explore an approximation of the real world
through the simulator and learn efficient policies safely
and without costly interactions with the world. Further-
more, by envisioning the consequences of an action,
simulations can help to validate desired outcomes in a
real-world setting (Amodei et al. 2016).

Simulated reality has been applied in a wide range
of manufacturing use cases. Neural Style Transfer (Wei
et al. 2020) has been successfully used to generate syn-
thetic samples by fusing defect snippets with images of
non-defective manufactured pieces. Such images can be
later used to enhance the algorithm’s predictive capac-
ity. Simulators have been widely applied to train Rein-
forcement Learning models in manufacturing. Mahade-
van and Theocharous (1998) used them to simulate a
production process and let the RL algorithm learn to
maximise the throughput in assembly lines, regardless
of the failures that can take place during the manu-
facturing process. Oliff et al. (2020) simulated human
operators’ performance under different circumstances
(fatigue, shift, day of week) so that behavioural poli-
cies could be learned for robotic operators and ensure
they provided an adequate response to the operators’
performance variations. Finally, Johannink et al. (2019)
used Reinforcement Learning to learn robot control and
evaluated their approach in both real-world and simu-
lated environments. Bridging the gap from simulated to
real-world knowledge remains a challenge.

2.3.4. Intention recognition in manufacturing lines

The development of Industrial Internet of Things (IIoT)
technologies and the availability of low-cost wearable
sensors have enabled access to big data and the utilisation
of the sensors for the manufacturing industry (Jeschke
etal. 2017). Recently, various deep learning-based meth-
ods have been proposed to learn valuable information
from big data and improve the effectiveness and safety of
the manufacturing lines. In particular, worker’s activity
and intention recognition can be used for quantification
and evaluation of the worker’s performance and safety
in the manufacturing lines. In addition, with the intro-
duction of autonomous robots for effective manufactur-
ing, efficient collaboration between robots and workers

and the safety of workers are also becoming increasingly
important.

Thanks to the miniaturisation and reduction of costs,
the adoption of wearable sensors has also been growing
in the industrial context to investigate workers’ condi-
tions and well-being. Worker’s health is a key factor in
determining the organisation’s long-term competitive-
ness, and it is also directly related to production effi-
ciency. The cumulative effect of positive impacts on the
human factor brings economic benefit through produc-
tivity increase, scrap reduction, and decreased absen-
teeism. Few research works have been recently devel-
oped, where workers’ physiological data are used to infer
the insurgence of phenomena such as fatigue (Maman
et al. 2017, 2020) and mental stress (Villani et al. 2020),
which have a relevant impact on process performance.
Another research line adopted eye-trackers, together
with wearables and cameras, to estimate workers’ atten-
tion and stress levels, understand assembly sequence,
and identify the criticalities in the product design affect-
ing the assembly process (Peruzzini, Grandi, and Pellic-
ciari 2017).

Human-robot collaboration in open workspaces is
realised through cobots, for which additional mecha-
nisms must be developed to ensure the workers’ safety,
given that humans can be easily hurt in case of contact
due to the large workload or moving mass (Bi et al. 2021).
To realise such collaboration, human movement pre-
diction is of utmost importance to avoid collisions and
minimise injuries caused by such collisions (Buerkle
et al. 2021). Many researchers have developed various
activity and intention recognition methods by using
machine learning-based algorithms and wearable sen-
sors. Malaisé et al. (2018) proposed activity recognition
with Hidden Markov Model (HMM)-based models and
multiple wearable sensors for a manufacturing scenario.
Tao etal. (2018) proposed an activity recognition method
using Inertial Measurement Unit (IMU) and surface elec-
tromyography (SEMG) signals obtained from a Myo arm-
band. They combined the IMU and sEMG signals and
fed them into convolutional neural networks (CNN)
for worker activity classification. Kang and Kim (2018)
developed a motion recognition system for worker safety
in manufacturing work cells, leveraging a vision system.
Forkan et al. (2019) introduced an IIoT solution for mon-
itoring, evaluating, and improving worker and related
plant productivity based on worker activity recognition
using a distributed platform and wearable sensors. Giin-
ther, Kércher, and Bauernhansl (2019) proposed a human
activity recognition approach to detect assembly pro-
cesses in a production environment by tracking activities
performed with tools. Tao, Leu, and Yin (2020) proposed
a multi-modal activity recognition method by leveraging



information from different wearable sensors and visual
cameras. Finally, Buerkle et al. (2021) proposed using
a mobile electroencephalogram and machine learning
models to forecast operators’ movements based on two
neurophysiological phenomena that can be measured
before the actual movement takes place: (a) a weak
signal that occurs about 1.5s before a movement, and
(b) a strong signal that occurs about 0.5s before any
movement.

2.3.5. Conversational interfaces

Spoken dialog systems and conversational multimodal
interfaces leverage artificial intelligence and can reduce
friction and enhance human-machine interactions
(Klopfenstein et al. 2017; Vajpai and Bora 2016; Maur-
tua et al. 2017) by approximating a human conversation.
However, in practice, conversational interfaces mostly act
as the first level of support and cannot offer much help as
a knowledgeable human. They can be classified into three
broad categories: (i) basic-bots, (ii) text-based assistants,
and (iii) voice-based assistants. While basic bots have a
simple design and allow basic commands, the text-based
assistants (also known as chatbots) can interpret users’
text and enable more complex interactions. Both cases
require speech-to-text and text-to-speech technologies,
especially if verbal interaction with the conversational
interface is supported. Many tools have been developed
to support the aforementioned functionalities. Among
them, we find the Web Speech APL,! which can be con-
figured to recognise expressions based on a finite set
of options defined through a grammar.? Most advanced
version of conversational interfaces are represented by
voice assistants, such as the Google Assistant,> Apple’s
Siri,* Microsoft’s Cortana,” or Amazon’s Alexa.’ They
can be integrated into multiple devices and environments
through publicly available application development inter-
faces (APIs), enabling new business opportunities (Erol
et al. 2018). Given voice interfaces can place unneces-
sary constraints in some use cases, they can be comple-
mented following a multimodal approach (Kouroupet-
roglou et al. 2017).

A few implementations were described in an industrial
setting. Silaghi et al. (2014) researched the use of voice
commands in noisy industrial environments, showing
that noises can be attenuated with adequate noise filtering
techniques. Wellsandta et al. (2020) developed an intel-
ligent digital assistant that connects multiple informa-
tion systems to support maintenance staff on their tasks
regarding operative maintenance. They exploit the fact
that access to the voice assistant’s functions is hand free
and that voice operation is usually faster than writing.
Afanasev et al. (2019) developed a method to integrate
a voice assistant and modular cyber-physical production
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system, where the operator could request help to find
out-of-sight equipment or get specific sensor readings.
Finally, Li et al. (2022) developed a virtual assistant to
assist workers on dangerous and challenging manufac-
turing tasks, controlling industrial mobile manipulators
that combine robotic arms with mobile platforms used
on shop floors. The assistant uses a language service to
extract keywords, recognise intent, and ground knowl-
edge based on a knowledge graph. Furthermore, con-
versation strategies and response templates are used to
ensure the assistant can respond in different ways, event
when the same question is asked repeatedly.

2.3.6. Security

While the next generation of manufacturing aims to
incorporate a wide variety of technologies to enable
more efficient manufacturing and product lifecycles, at
the same time, the attack surface increases, and new
threats against confidentiality, integrity, and availability
are introduced (Chhetri et al. 2017, 2018). These are
exacerbated by the existence of a large number of legacy
equipment, the lack of patching and continuous updates
on the industrial equipment and infrastructure, and the
fact that cyberattacks on cyber-physical systems achieve
a physical dimension, which can affect human safety
(Elhabashy, Wells, and Camelio 2019). Artificial intel-
ligence has proved its efficiency for threat intelligence
sensing, intrusion detection, and malware classification,
while how to ensure a model itself was not compromised
remains a topic of major research (Conti, Dargahi, and
Dehghantanha 2018; Li 2018).

Multiple cyberattack case studies in manufacturing
have been analysed in the scientific literature. Zeltmann
etal. (2016) studied how embedded defects during addi-
tive manufacturing can compromise the quality of prod-
ucts without being detected during the quality inspec-
tion procedure. The attacks can be fulfilled by either
compromising the CAD files or the G-codes. Ranab-
hat et al. (2019) demonstrated sabotage attacks on car-
bon fibre reinforced polymer by identifying critical force
bearing plies and rotating them. Therefore, the resulting
compromised design file provides a product specification
that renders the manufactured product useless. Finally,
Liu et al. (2020) describe a data poisoning attack through
which the resulting machine learning model is not able
to detect hotspots in integrated circuit boards.

In order to mitigate the threats mentioned above,
steps must be taken to prevent the attacks, detect their
effects, and respond, neutralising them and mitigat-
ing their consequences (Elhabashy, Wells, and Came-
lio 2019). On the prevention side, Wegner, Graham, and
Ribble (2017) advocated for the extensive use of authen-
tication and authorisation in the manufacturing setting.
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To that end, the authors proposed using asymmetric
encryption keys to enable encrypted communications, a
comptroller (software authorising actions in the manufac-
turing network, and encryption key provider) to ensure
the input data is encoded and handled to a Manufac-
turing Security Enforcement Device, which then ensures
the integrity of the transmitted data. A security frame-
work for cyber-physical systems was proposed by Wu
and Moon (2018), defining five steps: Define, Audit, Cor-
relate, Disclose, Improve (DACDI). Define refers to the
scope of work, considering the architecture, the attack
surface, vector, impact, target, and consequence, and the
audit material. Audit relates to the process of collecting
cyber and physical data required for intrusion detec-
tion. Artificial intelligence is being increasingly used in
this regard, leveraging paradigms such as active learn-
ing to combine machine and human strengths (Klein
et al. 2022). Correlate attempts to establish relationships
between cyber and physical data considering time and
production sequences, the scale and duration of the
attack, and therefore reduce the number of false posi-
tives and assist in identifying the root causes of alerts.
Disclose establishes a set of methods used to stop the
intrusion as quickly as possible. Finally, Improve aims to
incrementally enhance the security policies to avoid sim-
ilar issues in the future. Another approach was proposed
by Bayanifar and Kithnle (2017), who described an agent-
based system capable of real-time supervision, control,
and autonomous decision-making to defend against or
mitigate measured risks.

3. Safe, trusted, and human-centred
architecture

3.1. Architecture values-based principles

The proposed architecture is designed to comply with
three key desired characteristics for the manufacturing
environments in Industry 5.0: safety, trustworthiness,
and human centricity. Safety is defined as the condi-
tion of being protected from danger, risk, or injury. In
a manufacturing setting, safety can refer either to prod-
uct safety (quality of a product and its utilisation with-
out risk), or human safety (accident prevention in work
situations), and the injuries usually relate to occupa-
tional accidents, or bad ergonomics (Wilson-Donnelly
etal. 2005; Sadeghi et al. 2016). Trustworthiness is under-
stood as the quality of deserving trust. In the context
of manufacturing systems, it can be defined as a com-
posite of transparency, reliability, availability, safety, and
integrity (Yu et al. 2017). In manufacturing, trustwor-
thiness refers to the ability of a manufacturing system

to perform as expected, even in the face of anoma-
lous events (e.g.cyberattacks), and whose inner workings
are intelligible to the human persons who interact with
them. Human-centricity in production systems refers to
designs that put the human person at the centre of the
production process, taking into account their compe-
tencies, needs, and desires, and expecting them to be
in control of the work process while ensuring a healthy
and interactive working environment (May et al. 2015).
We consider Safety and Trustworthiness are critical to a
human-centric approach, and therefore render them as
supporting pillars of the Human Centricity values-based
principle in Figure 1.

We depict the above-listed architecture value-based
principles in Figure 1, and how do the building blocks,
detailed in Section 2, relate to them. Cybersecurity is
considered at the intersection of safety and trustworthi-
ness since it ensures manufacturing systems and data
are not disrupted through cybersecurity attacks (e.g.
data poisoning or malware attacks). The Worker Inten-
tion Recognition is found at the intersection of safety
and human centricity since it aims to track better and
understand the human person to predict its intentions
(e.g. movements) and adapt to the environment accord-
ing to this information. Explainable Artificial Intelligence
provides insights regarding the inner workings of artifi-
cial intelligence models and therefore contributes to the
trustworthiness while being eminently human-centric.
Conversational Interfaces and Active Learning place the
human person at their centre, either by easing interac-
tions between humans and machines or seeking synergies
between their strengths to enhance Artificial Intelligence
models’ learning. Finally, Standards and Regulations are
considered at the intersection of the three aforemen-
tioned value-based principles, given they organise and
regulate aspects related to each of them.

3.2. Architecture for safe, trusted, and
human-centric manufacturing systems

We propose a modular architecture for manufacturing
systems, considering three core value-based principles:
safety, trustworthiness, and human centricity. The pro-
posed architecture complies with the BDVA reference
architecture (see Figure 2) and considers cybersecurity a
transversal concern, which can be implemented follow-
ing guidelines from the IISF or ISO 27000, along with
other security frameworks and standards. The cyberse-
curity layer transversal implements a Security Policies
Repository and a Policy Manager. The Security Policies
Repository associates risk-mitigation and cyber defense
strategies to potential vulnerabilities and specific cyberat-
tacks. The Policy Manager, on the other hand, configures
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security policies and ensures they are deployed, changing
the security operations.

The architecture evolved organically from a set of use
cases developed for two EU H2020 projects. It comprises
the following modules, whose interaction is depicted in
Figure 3:

o Simulated Reality Module: uses heuristics, statistical,
and machine learning models to either create alter-
native scenarios or generate synthetic data. Synthetic
data is frequently used to mitigate the lack of data,
either by replacing expensive data gathering pro-
cedures or enriching the existing datasets. On the
other hand, the simulated scenarios are frequently
used in Reinforcement Learning problems to foster
models’ learning while avoiding the complexities of
a real-world environment. Furthermore, simulations
can also be used to project possible outcomes based
on potential users’ decisions. Such capability enables
what-if scenarios, which can be used to inform bet-
ter decision-making processes. The Simulated Reality
Module provides synthetic data instances to the Active
Learning Module, simulated scenarios to the Decision-
Making Module, and simulation outcomes to the user
(through a User Interface).

e Forecasting Module: provides forecasts for a wide range
of manufacturing scenarios, leveraging artificial intel-
ligence and statistical simulation models. The out-
comes of such models depend on the goal to be solved
(e.g. classification, regression, clustering, or ranking).
While machine learning models require data to learn
patterns and create inductive predictions, simulation
models can predict future outcomes based on par-
ticular heuristic and configuration parameters that
define the problem at hand. The Forecasting Module
can receive inputs either from the storage or the Active
Learning Module. At the same time, it provides fore-
casts to the user, the Simulated Reality Module, and the
XAI Module. With the former, it can also share rele-
vant information regarding the forecasting model to
facilitate the creation of accurate explanations.

e XAI Module: is concerned with providing adequate
explanations regarding artificial intelligence models
and their forecasts. Such explanations aim to inform
the user regarding the models’ rationale behind a par-
ticular forecast and must be tailored to the users’
profile to ensure the appropriate vocabulary, level
of detail, and explanation type (e.g. feature rank-
ing, counterfactual explanation, or contrastive expla-
nation) is provided. Furthermore, the module must
ensure that no sensitive information is exposed to
users who must not have access to it. Finally, the
explanations can be enriched with domain knowledge

and information from complementary sources. Such
enrichment can provide context to enhance users’
understanding and, therefore, enable the user to evalu-
ate the forecast and decision-making. The XAI Module
provides input to the Decision-Making Module and
explanations to the user.

Decision-Making Module: is concerned with recom-
mending decision-making options to the users. Envi-
sioned as a recommender system, it can leverage
expert knowledge and predictions obtained from
inductive models and simulations and exploits it using
heuristics and machine learning approaches. Given
a particular context, it provides the user with the
best possible decision-making options available to
achieve the desired outcome. It receives input from
the XAI Module and Forecasting Module and can
retrieve expert knowledge encoded in the storage (e.g.
a knowledge graph).

e Active Learning Module: implements a set of strategies

to take actions on how data must be gathered to realise
a learning objective. In supervised machine learning
models, this is realised by selecting unlabelled data,
which can lead to the best models’ learning outcomes,
and request labels to a human annotator. Another
use case can be the data gathering that concerns a
knowledge base enrichment. To that end, heuristics
can be applied to detect missing facts and relationships
ask for and store locally observed collective knowl-
edge not captured by other means (Preece et al. 2015).
The Active Learning Module interacts with the stor-
age and the Simulated Reality Module to retrieve data,
and the Feedback Module to collect answers to queries
presented to the user.

Feedback Module: collects feedback from users, which
can be either explicit (a rating or an opinion) or
implicit (the lack of feedback can be itself consid-
ered a signal) (Oard and Kim 1998). The feedback can
refer to feedback regarding given predictions from the
Forecasting Module, explanations provided by the XAl
Module, or decision-making options recommended by
the Decision-Making Module. It directly interacts with
the Active Learning Module and the user (through the
User Interface), and indirectly (registering and storing
the feedback) with other modules’ feedback function-
ality exposed to the user.

Intention Recognition Module: predicts the user’s
movement trajectory based on artificial intelligence
models and helps to decide whether the mobile robot
should move faster, slower, or completely stop. The
module receives sensor and video data. The data is
captured by cameras in the manufacturing line or by
sensors attached to the user’s body. The recognised
worker’s activity and intention can be used by the



Forecasting Module and the XAI Module to decide the
following action of the mobile robot in the manufac-
turing line.

e User Interface: enables users’ multimodal interac-
tions with the system, e.g. complementing the voice
interactions with on-screen forms. Furthermore, it
enables the machine to provide information to the
user through audio, natural language, or other means
such as visual information.

Interactions with the human persons are realised
through a User Interface, while the data is stored in a
Storage, which can be realised by different means (e.g.
databases, filesystem, knowledge graph) based on the
requirements of each module. The User Interface can
be implemented taking into account multiple modali-
ties. While the use of graphical user interfaces is most
extended, there is increasing adoption of voice agents.

Based on the modules described above, multiple func-
tionalities can be realised. While the Storage can store
near data collected from the physical world, the Sim-
ulated Reality Module and the Forecasting Module can
provide behaviour to Digital Twins mirroring humans
(e.g. to monitor fatigue or emotional status), machines
(e.g. for predictive maintenance), and manufacturing
processes (e.g.supply chain and production). Further-
more, the Forecasting Module can be used to recognise
and predict the workers’ intention and expected move-
ment trajectories. This information can then be used
to adapt to the environment, e.g. by deciding whether
autonomous mobile robots should move faster, slower,
or completely stop. Finally, the Active Learning Module
and Explainable Artificial Intelligence Module can be com-
bined to create synergic relationships between humans
and machines. While the Active Learning Module requires
the human to provide expert knowledge to the machines
and teach them, the Explainable Artificial Intelligence
Module enables the humans to learn from machines.

4. Validating use cases

We propose three validating use cases (demand fore-
casting, quality inspection, and intention recognition),
which align with the human-centricity, trustworthiness,
and safety Industry 5.0 core values. Through the first two
use cases, we aimed to realise the research gap highlighted
by Lu et al. (2022), considering the interactions between
human beings and their environment, developing a col-
laborative dynamic between humans and machines lever-
aging active learning and explainable artificial intelli-
gence along with other relevant technologies. With the
third use case, we aim to describe how intention recogni-
tion is considered in the proposed architecture to enable
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safe collaboration with cobots (Hentout et al. 2019).
Finally, we evaluated the proposed architecture through
the proposed use cases, assessing the internal validity (the
results obtained can only be attributed to the manipulated
variable) and external validity (which describes the gen-
eralizability of our architecture, demonstrated through
three use cases) (Salkind and Rainwater 2006). It must be
noted, that the components were implemented separately
and not deployed into a productive environment.

4.1. Demand forecasting

Research regarding demand forecasting was performed
with data provided by a European original equipment
manufacturer targeting the global automotive industry
market. Demand forecasting aims to estimate future cus-
tomer demand over a defined period of time, using his-
torical data and other sources of information. The ability
to accurately forecast future demand allows to reduce
operational inefficiencies (e.g. high stocks or stock short-
ages), which have a direct impact on goods produced
in the supply chain and therefore can affect the brands’
reputation (Briihl et al. 2009). Furthermore, insights into
future demand enable better decision-making on various
levels (e.g. regarding resources, workers, manufactured
products, and logistics) (Thomopoulos 2015). While
human forecasts are prone to multiple biases, the statis-
tical and machine learning models can be used to learn
patterns present in data obtained from multiple informa-
tion sources to create accurate forecasts (Corredor, Fer-
rer, and Santamaria 2014; Hogarth and Makridakis 1981).
Such models do not replace humans but provide a means
to establish a synergic relationship. The model provides a
forecast, and the user can make judgmental adjustments
and make decisions based on them. Judgemental adjust-
ments need to be done when some information is not
available to the model, e.g.knowledge regarding future
and extraordinary events that the model cannot capture
from the existing information sources (Fildes and Good-
win 2021). Furthermore, it is recommended to record
such forecast adjustments and the reasons behind them
to be evaluated in retrospect. Such records can provide
valuable input to improve the demand forecasting mod-
els. It must be noted that the demand forecasting models,
regardless of their accuracy, must be considered tools to
ease the planning duties. The planners are responsible for
the decisions taken, regardless of the forecast outcomes.
Given that the planners hold responsibility for their
decisions, the forecast must be complemented with
insights regarding the models’ rationale to enable respon-
sible decision-making (Almada 2019; Wang, Xiong, and
Olya 2020). Furthermore, an explanation regarding a
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Figure 3. The proposed architecture modules, a storage layer, and their interactions. In addition, we distinguish (a) the physical and
digital worlds, (b) manufacturing platforms, (c) artificial intelligence systems, and (d) digital twin capabilities.

particular forecast is sometimes legally required (Good-
man and Flaxman 2017). Such insights can be either
derived from the model or attained through specific tech-
niques. The insights can be served as explanations to
the users, tailoring them according to their purpose and
the target stakeholders (Samek and Miiller 2019). Such
explanations must convey enough and relevant informa-
tion, resemble a logical explanation (Doran, Schulz, and
Besold 2017; Pedreschi et al. 2018), focus on aspects the
stakeholder can act on to change an outcome (Verma,
Dickerson, and Hines 2020; Keane et al. 2021), and
ensure confidentiality is preserved (RoZanec, Fortuna,
and Mladeni¢ 2022). Good decision-making can require
not only understanding the models’ rationale but having
relevant domain knowledge and contextual information
at hand too (Arrieta et al. 2020; Rozanec 2021; Zajec
et al. 2021). Furthermore, the users’ perception of such
explanations must be assessed to ensure their purpose is
achieved (Mohseni, Zarei, and Ragan 2021; Sovrano and
Vitali 2021).

4.2. Quality inspection

Research regarding quality inspection was performed
with data provided by Philips Consumer Lifestyle BV.
The dataset consisted of images focussed on the com-
pany’s logo printed on manufactured shavers. The visual
quality inspection aims to detect defective logo printing
on the shavers, focussing on printing pads used for a
wide range of products and logos. Currently, two types

of defects are classified related to the printing quality
of the logo on the shaver (see Figure 4): double print-
ing and interrupted printing. Handling, inspecting and
labelling the products can be addressed with robotics
and artificial intelligence. It is estimated that automat-
ing the process mentioned above could speed it up by
more than 40%, while the labelling effort can be alleviated
by incorporating active learning (Trajkova et al. 2021;
Rozanec et al.,“Streaming Machine Learning and Online
Active Learning for Automated Visual Inspection,”
2021).

When addressing the quality inspection use case,
many challenges must be solved. We focussed on four of
them: (i) automate the visual inspection, (ii) address data
imbalance, (iii) understand the models’ rationale behind
the forecast, and (iv) enhance the manual revision pro-
cess. While class imbalance is natural to quality inspec-
tion problems, its acuteness only increases over time:
the greater the quality of the manufacturing process, the
higher the scarcity of defective samples will be. The class
imbalance has at least two implications. First, the increas-
ing scarcity of defective parts affects the amount of data
available to train defect detection models, affecting the
capacity to improve them. Second, the higher the imbal-
ance between good and defective products, the higher the
risk that the inspection operators will not detect defective
parts due to fatigue. It is thus necessary to devise mecha-
nisms to mitigate such scenarios, ensuring high-quality
standards are met while also enhancing the operators’
work experience.
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Figure 4. Samples of three types of images: (a) good (no defect), (b) double-print (defect), and (c) interrupted print (defect).

4.3. Human behaviour prediction and safe zone
detection

SmartFactoryKL is an industry test-bed owned by the
Deutsches Forschungszentrum fir Kiinstliche Intelligenz
(DFKI), which demonstrates the latest technologies from
the industry domain building industry-standard demon-
strators. One of the demanding aspects to our demonstra-
tors would be adding safety considerations while work-
ing with an autonomous robot while combining artificial
intelligence technologies. In this context, SmartFacto-
ryKL aims to improve its demonstrator to have a high
production rate while keeping workers and the hardware
equipment safe using AI technologies.

In order to achieve this, three use cases were initialised
for this test-bed:

(1) Human intention recognition

(2) Robot reconfiguration based on the dynamic layout

(3) Dynamic path planning using both aforementioned
use cases.

The first use case aimed to detect human activities and
predict their next actions, which then will be combined
with robot navigation to create a safer environment. For
this matter, DFKI initialised some workflows as the typ-
ical worker scenarios happening during regular daily
work. For the training phase, the behaviours of more than
ten participants were recorded, who were supposed to
follow the same or similar flows. The recordings were
made using wrist sensors which are then analysed in
detail to detect different activities they are currently per-
forming. The use case converts algorithm-based human
activities into an artificial intelligence approach and pre-
dicts their following actions based on their daily activi-
ties.

The second use case aims to dynamically update the
navigation route of the mobile robot by considering static
and dynamic objects in the environment, which can be
human and other (non-)moving objects. A desired out-
come of the use case is the ability to ease the robot
reconfiguration given the environment layout (including
the production stations) changes.

Finally, both use cases mentioned above were com-
bined into a third one to ensure a safe environment for
workers and hardware equipment. The newly received
coordinates of the stations were used to set the robot’s
destinations. The speed of the robot and the objects in the
layout were also considered to create a collision-free nav-
igation path for the robot. Moreover, predicting human
behaviour is essential to configure the mobile robot, avoid
possible collisions, and create safety zones. Human move-
ment intention forecasting was used to plan an optimal
robot route without collision risks. Such a route relies
on the defined workflow progress done by workers to
respond to production requirements. The use case’s goal
is to keep the production level high and maintain human
safety during robot activity.

5. Experiments and results
5.1. Demand forecasting

We addressed the demand forecasting use case in four
parts: (i) development of forecasting models, (ii) models’
explainability, (iii) decision-making options recommen-
dation, and (iv) the development of a voice interface.

To enable demand forecasts, we developed multiple
statistical and machine learning models for products with
smooth and erratic demands (RoZanec et al.,“ Automotive
OEM Demand Forecasting: A Comparative Study of
Forecasting Algorithms and Strategies,” 2021) and prod-
ucts with lumpy and intermittent demand (RoZanec and
Mladeni¢ 2021) (Forecasting Module). The models were
developed based on real-world data from a European
original equipment manufacturer targeting the global
automotive industry market. For products with smooth
and erratic demand, we found that the best results were
obtained with global models trained across multiple time
series, assuming that there is enough similarity between
them to enhance learning. Furthermore, our research
shows that the forecast errors of such models can be con-
strained by pooling product demand time series based
on the past demand magnitude. On the other hand, for
products with lumpy and intermittent demand we found
best results were obtained applying a two-fold approach,
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which was more than 30% more precise than best existing
approaches when predicting demand occurrence, result-
ing in important gains when considering Stock-keeping-
oriented Prediction Error Costs (Martin, Spitzer, and
Kiihl 2020).

Demand forecasts influence the supply chain man-
agers decision-making process, and therefore additional
insights, obtained through Explainable Artificial Intelli-
gence (XAI Module), must be provided to understand
the model’s rationale behind a forecast. To that end,
we explored the use of surrogate models to under-
stand which features were most relevant to a partic-
ular forecast and used a custom ontology model to
map relevant concepts to the aforementioned features
(Rozanec 2021; RozZanec, Fortuna, and Mladeni¢ 2022;
Rozanec et al.,“Enriching Artificial Intelligence Explana-
tions With Knowledge Fragments,” 2022). Such mapping
hides sensitive details regarding the underlying model
from the end-user. It ensures meaning is conveyed with
high-level concepts intelligible to the users while remain-
ing faithful to the ranking of the features. Furthermore,
we enriched the explanations by providing media news
information regarding events that could have influenced
the demand in the past and searched for open datasets
that could be used to enrich the models’ data to lead
to better results in the future. Our demand forecasting
models achieved state-of-the-art performance, while the
enriched explanations displayed a high-degree of preci-
sion: for the worst cases, we achieved a precision of 0,95
for the media events displayed, a precision of 0,71 for
the media keywords, and a precision of 0,56 for datasets
displayed to the users.

Finally, we developed a heuristic recommender sys-
tem to advise logisticians on decision-making options
based on the demand forecasting outcomes (RoZanec
et al.,“X AI-KG: Knowledge Graph to Support XAI and
Decision-Making in Manufacturing,” 2021) (Decision-
making Module). The prototype application supported
gathering (i) feedback regarding existing decision-
making options (Feedback Module) and (ii) new knowl-
edge to mitigate scenarios where the provided decision-
making options did not satisfy the user. Feedback and
new knowledge were persisted into a knowledge graph
modelled after an ontology developed for this purpose.
Furthermore, the user interface was developed to support
interactions either through a graphical user interface or
voice commands’. Future work will develop voice inter-
faces that are robust to noisy industrial environments.

Among the main challenges faced to create the
demand forecasting models and provide models’ explain-
ability were the data acquisition and ensuring data qual-
ity. Data acquisition required working with different
environments, application programming interfaces (e.g.

to retrieve media news, information regarding demand,
or other complementary information), and query con-
straints related to those environments and interfaces.
Multiple iterations were performed to validate succes-
sive model versions and information displayed to the
experts. Furthermore, through the iterations we worked
on enhancing the models’ performance, and expand the
models’ scope towards a greater number of products.

5.2. Quality inspection

Our work regarding quality inspection was addressed in
four parts: (i) development of machine learning models
for automated visual inspection of manufactured prod-
ucts (Forecasting Module), (ii) use of active learning to
reduce the manual labelling efforts (Active Learning Mod-
ule), (iii) use of simulated reality to generate synthetic
images (Simulated Reality Module), and (iv) explore tech-
niques to hint the user where defect could be (some hints
were retrieved from the XAI Module).

To automate visual inspection, we explored batch
and streaming models (Trajkova et al. 2021; RoZanec
et al.,“Streaming Machine Learning and Online Active
Learning for Automated Visual Inspection,” 2021). While
the batch models usually achieve better performance,
they cannot leverage new data as it becomes available,
but rather a new retrained model has to be deployed.
Furthermore, while using all available data can help the
model achieve better discriminative power, it is desirable
to minimise the labelling and manual revision efforts,
which can be achieved through active learning. We found
that while models trained through active learning had a
slightly inferior discriminative power, their performance
consistently improved over time. In an active learning
setting, we found that the best batch model (multilayer
perceptron) achieved an average performance of 0,9792
AUC ROC, while the best streaming model (streaming
kNN) lagged by at least 0,16 points. Both models were
built using a ResNet-18 model (He et al. 2016) to extract
embeddings from the Average Pooling layer. We selected
a subset of features based on their mutual information
ranking and evaluated the models with a stratified 10-
fold cross-validation (Zeng and Martinez. 2000). Given
the performance gap between both types of models and
the high cost of miss-classification, batch models were
considered the best choice in this use case. To decou-
ple specific model implementations and their predictions
from any service using those predictions, machine learn-
ing models can be calibrated to produce calibrated proba-
bilities. We noted that in some cases, such model calibra-
tion further enhanced the models’ discriminative power
(Rozanec et al.,“Active Learning and Approximate Model



Calibration for Automated Visual Inspection in Manu-
facturing,” 2022).

Given that defective parts always concern a small
proportion of the overall production, it would be nat-
ural that the datasets are skewed, having a strong class
imbalance. Furthermore, such imbalance is expected
to increase over time as the manufacturing quality
improves. Therefore, the Simulated Reality Module was
used to generate synthetic images with two purposes.
First, they were used to achieve greater class balance,
leading to nearly perfect classification results (RoZanec
et al.,“Synthetic Data Augmentation Using GAN For
Improved Automated Visual Inspection,” 2022). Second,
synthetic images were used to balance data streams in
manual revision to ensure attention is maximised and
that defective pieces are not dismissed as good ones
due to inertia (RoZanec et al.,“Towards a Comprehen-
sive Visual Quality Inspection for Industry 4.0,” 2022;
Rozanec et al.,,“Enhancing Manual Revision in Manu-
facturing With AI-Based Defect Hints,” 2022). To that
end, we developed a prototype application, that sim-
ulated a manual revision process and collected users’
feedback (see Figure 5). Furthermore, cues were be pro-
vided to the users, to help them identify possible defects.
To that end we explored three techniques: (a) Grad-
CAM (Selvaraju et al. 2017), (b) DRAEM, and (c) the
most similar labelled image. GradCAM is an Explainable
Artificial Intelligence method suitable for deep learn-
ing models. It uses the gradient information to under-
stand how strongly does each neuron activate in the
last convolutional layer of the neural network. They are
then combined with existing high-resolution visualisa-
tions to obtain class-discriminative guided visualisations
as saliency masks. DRAEM (Zavrtanik, Kristan, and
Skocaj 2021) is a state-of-the-art method for unsuper-
vised anomaly detection. It works by training an autoen-
coder on anomaly-free images and using it to threshold
the difference between the input images and the autoen-
coder reconstruction. Finally, the most similar labelled
images were retrieved considering the structural similar-
ity index measure (Wang et al. 2004). From the exper-
iments performed (RoZanec et al.,“Towards a Compre-
hensive Visual Quality Inspection for Industry 4.0,” 2022;
Rozanec et al.,“Enhancing Manual Revision in Manufac-
turing With Al-Based Defect Hints,” 2022), we found
that the best results were obtained when hinting the users
with the images and labels with the closest structural sim-
ilarity index. This resulted in an increased mean labelling
time (by 30%), but a higher quality of labelling (three
times the original labelling precision, and two times the
original F1 score). In addition, the number of unidenti-
fied defects was reduced by more than 80%. Future work
will explore how users’ feedback can lead to discovering
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new defects and whether users’ fatigue can be detected
to alternate types of work or suggest breaks to the opera-
tors, enhancing their work experience and the quality of
the outcomes.

While for this particular use case we succeeded on
gathering a good quality dataset of labelled images, the
process has not been straightforward on similar use
cases, where multiple iterations were required, to ensure
enough and high-quality data was provided. Further-
more, much work was invested towards getting few peo-
ple to perform a set of lengthy experiments that provided
new insights on which cues helped best towards enhanc-
ing the quality of labelling. Nevertheless, their data pro-
vided valuable insights and findings, and ground towards
new directions of research.

5.3. Human behaviour prediction and safe zone
detection

We have designed a sensing prototype and simple neu-
ral networks to evaluate our human activity recognition
module to predict the user’s movement trajectory based
on artificial intelligence models. The sensing prototype
(see Figure 6) combines three boards: an nRF52840 back-
end motherboard from Adafruit Feather, a customised
human body capacitance sensing board, and a data log-
ger board. The nRF52840 board supplies three axes of
Inertial Measurement Unit (IMU) data, including accel-
eration, gyroscope, and magnet. The customised body
capacitance board is verified efficiently to sense both the
body movement (Bian et al., “Passive Capacitive Based
Approach for Full Body Gym Workout Recognition and
Counting,” 2019) and the environmental context (Bian
et al., “Wrist-Worn Capacitive Sensor for Activity and
Physical Collaboration Recognition,” 2019) by measur-
ing the skin potential signal. The sensor data is stored
in a Secure Digital card on the data logger board at
a rate of 20 Hz. Since the environment in the factory
is full of 2.4 GHz wireless signals, such as WiFi and
Bluetooth, to avoid data package loss, an SD card has
been used to record the data locally and finally synchro-
nised by checking some predefined actions. The sens-
ing component, the IMU and body capacitance sensor,
consumes the power with a level of sub-mW. A 3.7V
chargeable lithium battery is used for the power supply.
The feasibility of developing machine learning models
for human activity recognition was validated through the
development of an adversarial encoder-decoder struc-
ture with maximum mean discrepancy to realign the data
distribution over multiple subjects, and tested on four
open datasets. Suh, Rey, and Lukowicz (2022a) report
that the results obtained outperformed state-of-the-art
methods and improved generalisation capabilities. The
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Figure 5. Sample screen for the manual revision process. We provide the operator an image of a non-defective part, the image of the
component being inspected, and the hints regarding where we do expect the error can be. The images correspond to cases where the
hints were created with (a) GradCAM, (b) DRAEM, and (c) the most similar labelled image.

same authors also proposed TASKED (Transformer-
based Adversarial learning framework for human activity
recognition using wearable sensors via Self-KnowledgE
Distillation), a deep learing architecture capable of learn-
ing cross-domain feature representations using adversar-
ial learning and maximum mean discrepancy to align

data distributions from multiple domains (Suh, Rey, and
Lukowicz 2022b). Future work will address the develop-
ment of models for human intention recognition and how
such predictions can be leveraged for safe zone detec-
tion when routeing autonomous mobile robots in the
manufacturing context.
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Figure 6. The sensing prototype for worker’s activity recognition worn on the wrist.

6. Conclusions

The increasing digitalisation of the manufacturing pro-
cesses has democratised the use of artificial intelligence
across manufacturing. Consequently, jobs are being
reshaped, fostering the development of human-machine
collaboration approaches. Humans and machines have
unique capabilities, which can be potentiated through a
synergistic relationship. A systemic approach is required
to realise such a collaboration at its fullest. Furthermore,
an architecture must be devised to support it. In particu-
lar, such an architecture must consider modules related
to forecasting, explainable artificial intelligence, active
learning, simulated reality, decision-making, and human
feedback.

We validated the feasibility of the proposed architec-
ture through three real-world use cases (demand fore-
casting, quality inspection, human behaviour prediction,
and safe zone detection). The experiments and results
obtained in each case show how artificial intelligence can
be used to achieve particular goals in manufacturing.
Furthermore, it confirms the interplay between the archi-
tecture modules to deliver a human-centric experience
aligned with the Industry 5.0 paradigm. Nevertheless,
further research work is required to hone and highlight
aspects related to workers™ safety and how the current
architecture supports this.

Ongoing and future work is and will be focussed
on three research directions. First, we are researching
human intention recognition to enhance workers’ safety
in industrial settings using wearable technologies. Sec-
ond, we will explore active learning approaches for cyber-
security to enable real-time assessment of cyberattacks
and proactively act on them. Finally, we will develop
machine learning and active learning approaches for

human fatigue monitoring to enhance workers’ well-
being in manufacturing settings.

Notes

1. https://developer.mozilla.org/en-US/docs/Web/API/Web
_Speech_API

. https://www.w3.org/TR/jsgt/

. https://assistant.google.com/

. https://www.apple.com/siri/

. https://www.microsoft.com/en-in/windows/cortana

. https://developer.amazon.com/alexa

. A video of the application was published in https://www.
youtube.com/watch?v = EpFBNwz6Klk
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